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spacecraft/payload mass properties. The second option is a control
system that is robust over a smaller range of the possible mass
properties but capable of estimating the mass properties and
adapting to these changing estimates.

As a simple example from another type of control problem
with similar demands, consider a robot arm capable of carrying
objects weighing anywhere from 1 to 1000 lbs. The first approach to
designing a controller for this robot arm may be a design robust to
this full range. Though such a design may be possible, performance
of this design may not be as accurate or timely as desired when
attempting to control the arm with an object near one of the weight
extremes. A more attractive approach may be a design robust only
to a range of about 20 lbs but capable of estimating the weight to
well within a few pounds. Suppose this approach were used for
control of a robot arm carrying a mass of 953 lbs. If the control
system could estimate the weight at 950 lbs, it could adapt to this
estimate and provide robust control over a 20 lb range centered at
this estimate. With the control system required to be robust over a
much smaller range, it effectively has a more precise model of the
process to be controlled and can, therefore, provide more precise and
timely .control.

This' thesis employs the strategy of combining parameter
identification with robustness in design of an attitude control system
for a spacecraft with a wide range of mass properties performing an
aerocapture maneuver in an environment with many unknowns.
The control law, the first element of the attitude control system, is

robust to a range of system unknowns smaller than the full possible
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Chapter 1

Introduction

1.1  Motivation

When designing a control system for a particular process, a
control system engineer must work with a mathematical model of
that process. If the model cannot accurately predict the behavior of
the process, design of an adequate control system may not be
possible. The term “"robustness” refers to a control system's
exhibited degree of immunity to system uncertainties or changes.
Control systems can be designed with a degree of robustness to these
system uncertainties. A tradeoff, however, usually exists between
the amount of robustness and the performance of the control system.
Control systems designed to be robust over a great range of system
uncertainties typically can't provide the desired accuracy or
responsiveness. Much more accurate and efficient control can be
provided when there is a small range of system unknowns.

Many times it is not possible to have a highly accurate
mathematical model of the system to be controlled. For example, the
mathematical model of a spacecraft capable of carrying varying
payloads depends greatly on the mass properties of the unknown
payload. There are two options for design of a control system for
such a spacecraft with a wide range of possible payloads. The first is

a control system robust over the full range of the combined
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range. A parameter identification scheme, however, is employed to
determine changes in these parameters real-time, and the control
system is capable of adapting to the changing parameter estimates.
This combination of robustness and parameter identification
effectively extends the range of system unknowns for which attitude

-

control is possible.

1.2 Mission Description

As a spacecraft approaches a planet on a hyperbolic trajectory,
it must effect a large velocity reduction (AV) in order to enter a
desired orbit about the planet. The usual method for performing
such a AV has been to use rocket firing. Unfortunately, the required
firing forces the spacecraft to carry a large mass of propellent for
this purpose.

Studies [1] have investigated using an aeroassisted maneuver,
called aerocapture, to generate most of the AV required to obtain a
desired orbit. With aerocapture, the spacecraft descends into the
upper portions of the planetary atmosphere as it passes by and uses
the aerodynamic forces generated to reduce velocity. Ideally, the
vehicle exits the atmosphere with the velocity required to reach a
desired orbital altitude. @ Once the target altitude is reached, a
comparatively small rocket firing is required to obtain the desired
orbit characteristics (e.g., circularization).

The smaller propulsive AV required for a spacecraft employing
aerocapture reduces the amount of fuel needed, allowing for a larger
payload or smaller vehicle for the same mission. Even considering

the added weight of an aeroshell and the thermal protection system
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needed during atmospheric flight, the reduced weight of fuel can
result in as much as twice the payload capacity of a similar all-
propulsive vehicle [2]. This benefit has made aerocapture a likely
element of many future missions.

Aerocapture at Mars has been advocated for future Martian
missions along with Earth aerocapture for missions returning to Earth
from high Earth orbits, the moon, and Mars [3]. To underscore the
interest in aerocapture, the December 1990 report from the Advisory
Committee on the Future of the U.S. Space Program headed by Mr.
Norman Augustine recommends pursuing the technology of
aerocapture [4]. Also, on March 12, 1991, Japan's Hiten satellite
became the first spacecraft to demonstrate an Earth aerocapture

after circling the Moon in 1990 [5].

1.3  Attitude Control System Requirements

The main disadvantage of an aerocapture maneuver relative to
an all-propulsive maneuver is the difficulty in properly guiding and
controlling the vehicle while in the atmosphere. Errors in the final
orbit are highly sensitive to atmospheric exit conditions.  Small
errors in the exit velocity or flight path angle could cause large
errors in the final orbit. Extra fuel would then be needed to correct
to the desired orbit, reducing the original benefit of the aerocapture
maneuver. Aerocapture guidance and control systems must be
robust to a wide range of uncertainties to avoid these exit errors.

In simple terms, guidance determines where a vehicle must go
in order to meet mission requirements, while control determines

what the vehicle must do to get there. For the purposes of this
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thesis, guidance is considered to be the determination of the
commands needed to follow the trajectory required to meet the
objectives of the aerocapture mission. Since the trajectory is
dependent on the aerodynamic lift and drag acting on the vehicle,
guidance consists of the calculation of the vehicle attitude needed to
generate the required aerodynamic forces. Attitude control is the
determination of how to employ the spacecraft's control actuators
(e.g., jets, aerosurfaces, and control moment gyros) in a manner to
achieve the attitude commanded by guidance. This thesis addresses
the attitude control problem.

An aerocapture guidance law must be capable of guiding a
vehicle through an atmosphere to ensure it exits the atmosphere
with the proper energy to reach a desired orbit. Uncertainties that a
guidance law must accommodate include atmospheric density
fluctuations and aerodynamic prediction uncertainties. At Earth,
density fluctuations of up to 30% off the nominal values can be
expected [6]. At planets with lesser known atmospheres, such as
Mars, larger fluctuations are considered possible. Little data is
currently available, but densities ranging from -50% to +100% off
present Martian density models are considered likely. Faulty
guidance could cause a spacecraft to exit the atmosphere without the
proper energy to reach the target orbit altitude. At one extreme,
diving too deep could reduce the energy to the point that the
spacecraft would not be able to exit, sending the vehicle crashing into
the planet's surface. At the other extreme, going too shallow might
cause the spacecraft to skip out of the atmosphere with too much

energy to be céptured into orbit about the planet.
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Most current aerocapture guidance algorithms use vehicle bank
angle ¢ as the only control (angle-of-attack, a, and sideslip angle, B,
are assumed constant) [2,7,8,9]. For the purposes of this thesis, this
set of angles (i.e., ¢, a, and B) is called the "velocity angles”. These
angles are used to describe the attitude of the vehicle with respect to
a frame containing the velocity vector as defined in Appendix A. In-
plane guidance generates bank angle commands that vary the
direction of the lift vector in order to fly a reference atmospheric
trajectory which allows the spacecraft to reach the desired orbital
altitude.  Out-of-plane guidance periodically commands bank angle
reversals in order to use out-of-plane lift to maintain the vehicle in
the desired orbital plane. Future guidance systems may also vary
angle-of-attack to regulate the total amount of lift, allowing in-plane
guidance to be performed without generating any undesired out-of-
plane lift. For the purpose of this thesis, only bank modulation will
be considered.

The task of the attitude control system, then, is to implement
the bank commands and periodic reversals while maintaining trim «
and B. The attitude control system must perform this task in the
presence of uncertainties. Variations in the vehicle mass properties
(e.g., total mass, inertia, and iocation of the center of mass) can have
a great impact on the effectiveness of control actuators. For generic
"bus” vehicles capable of carrying and delivering several types of
payloads, control must be performed over a wide range of mass
properties. Rather than develop or modify a control system for each
payload, a design capable of controlling over this range of mass

properties is highly desirable. In addition, properties of the control
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actuators themselves (e.g., jet thrust levels and directions,
aerodynamic properties of control aerosurfaces) and atmospheric
conditions (e.g., density) can vary, adding to the uncertainties with

which the control system must contend.

1.4 Prior Work

Several guidance laws have been developed for two particular
aerocapture missions [2,7,8,9]. Considerable work has gone into
developing a guidance system for NASA's Aeroassist Flight
Experiment (AFE). The AFE, expected to be flown in the later 1990's,

consists of a small, blunt (lift-to-drag ratio = 0.3) vehicle, sketched in

Figure 1.1. AFE Vehicle
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Figure 1.1, to be deployed from the Space Shuttle with the objective
of simulating a vehicle transferring from geosynchronous Earth orbit
to a low Earth orbit using aerocapture. Once deployed from the
Shuttle's cargo bay, the AFE vehicle will be propelled into the Earth's
atmosphere by a solid rocket motor (SRM) burn, achieving entry
interface conditions matching those of a vehicle returning from
geosynchronous Earth orbit. After the atmospheric pass, the AFE
orbit will be circularized with another rocket burn, allowing the
vehicle to be retrieved by the Space Shuttle [10]. Figure 1.2 outlines
the main events during the AFE flight.

The other mission that has received considerable attention is
the Mars Rover Sample Return (MRSR) mission, studied during 1986-
89 [11,12,13,14,15]. In this mission, an orbiter, lander, and rover,
contained in an aeroshell, would aerocapture into a Martian orbit
from which a landing, sample collection, and sample return to Earth
would be accomplished. Since the president's speech on July 20,
1989 calling for a human expedition to Mars, the MRSR mission has
been set aside. It is likely, however, that any resulting Martian
exploration missions will include many of the elements of the MRSR
mission, including aerocapture [4].

While there has been considerable effort in the development of
aerocapture guidance laws, little effort has been focused on
aerocapture attitude control system design. A simple system
consisting of a proportional control law and a table look-up jet
selection procedure has been developed for the AFE mission [16].

This attitude control system is adequate for the one-time, tightly
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where vehicle mass and actuator

constrained AFE experiment
Such

properties, as well as initial entry conditions, are well defined.

a simple attitude control system, however, cannot provide the

robustness required for a mission with vehicle and environmental

properties varying over a wide range.
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Figure 1.2. AFE Mission
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1.5 Thesis Goal

1.5.1 Goal

The goal of this thesis is an attitude control system design
applicable to aerocapture and capable of meeting some of the
requirements outlined in Section 1.3 above. A desirable ultimate
goal is a generic attitude control system for use with any aerocapture
mission (e.g., at Earth or at Mars, with varying ranges of the
atmospheric unknowns affecting the vehicle aerodynamics) and any
vehicle (e.g., high vs. low lift-to-drag ratio, with jets and/or
aerosurface control actuators, capable of carrying a single payload or
a wide range of payloads). It is also desired that the system be able
to control both variable bank angle and angle-of-attack and have the
capability to identify any and all of the following: failed jets,
reduced or misaligned jet thrust, changing vehicle mass properties,
and changes in aerosurface effectiveness due to the aerosurface itself
or to changes in atmospheric conditions.

This thesis addresses a subset of the ultimate goal. It develops
a candidate attitude control system capable of performing attitude
control during an aerocapture maneuver for a vehicle with a wide
range of possible mass properties. Actuator properties (e.g., thrust
levels and directions) are considered constant and known. Since the
AFE vehicle and mission are presently the best defined for an
aerocapture mission; the candidate control system has been designed
for the AFE mission scenario (i.e., Earth aerocapture) and for a

vehicle similar to the actual AFE vehicle but with a wider range of
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possible mass properties. It is assumed that control is possible using
the AFE's reaction control system (RCS) jets, the only type of control

actuator employed for the AFE.

1.5.2 Assumptions
The following is a summary of the basic assumptions used

throughout this thesis.

1. The control system is designed to provide attitude control
for a vehicle performing an Earth aerocapture.

2. The attitude control system must implement bank angle
commands while inaintaining trim angle-of-attack and
sideslip.

3. Control to within 2 degs of the commanded velocity

angles is desired [17].

4. The vehicle to be controlled is rigid.

5. The aerocapture vehicle to be controlled has the same
control actuators (i.e., RCS jets only) and aerodynamic

properties as the AFE vehicle.

6. The aerocapture vehicle is capable of a much wider range
of mass properties than the AFE vehicle.

7. Jet locations and thrust vectors are constant and known.

8. Sensors on the vehicle provide ideal, lag-free
measurements of the vehicle attitude and rates.

9. The aerodynamic torques experienced by the vehicle

during the aerocapture maneuver are small compared to
the torques applied by the RCS jets.
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1.5.3 Intended Contributions

The intended contributions of this thesis can be summarized as

follows:

1. The development of a robust control law for attitude
control of a vehicle with variable mass properties.

2. The combination of the control law with an adaptable jet
selection algorithm to create a control system robust to a
given range of mass properties but which is smaller than
the full range possible.

3. The integration of a real-time mass property identiti-

cation algorithm to extend the range of mass properties
for which the candidate control system is robust.

1.6 Thesis Overview

The remaining chapters describe the candidate attitude control
system design and its performance during computer simulation
testing. Chapter 2 provides a system overview of the cardidate
design. The designs of the three main elements of the attitude
control system, the control law, the actuator selection algorithm, and
the mass property identification algorithm. are outlined in Chapters
3, 4, and S, respectively. Chagter 6 then describes the integration of
the main elements into a functional attitude control system.

Testing of the candidate design is accomplished using a 6
degree-of-freedom (6-DOF) FORTRAN computer simulation of an
Earth aerocapture.  This simulation and the testing results are

discussed in Chapter 7.
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The conclusions and contributions drawn from this research are
summarized in Chapter 8 along with recommendations for future

research.
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Chapter 2

System Overview

2.1 Control System Structure

The candidate attitude control system consists of three main
elements: the control law, the actuator selection algorithm, and the
parameter identification algorithm as depicted in Figure 2.1.

The first element, the 3-dimensional attitude control law,
compares the commanded velocity angles from the guidance law to
the estimated velocity angles and determines the angular
accelerations required to implement the guidance commands. It is
designed to exhibit only the degree of robustness required for
control over the range of possible values of the inertia matrix for the
actual AFE vehicle as presented in Appendix B.

The required angular accelerations from the control law are the
commanded inputs to the second main element, the actuator
selection algorithm. This algorithm uses the control system's
knowledge of the vehicle properties to determine the effectiveness of
each actuator, and then calculates the actuator activity required to
generate the commanded accelerations. Jet duty cycles and, for a
more general design, aerosurface deflections are commanded by the
actuator selection and implemented by the associated actuators.

The vehicle dynamics are determined by the moments and
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forces acting on the vehicle. These moments and forces consist of
those applied by the control system and those from the environment.

Lag-free measurements of the vehicle's attitude and rates are
made by sensors in the vehicle's inertial measurement unit (IMU).
The measured attitude is used to generate the velocity angle
estimates used by the control law while the measured angular rates
are used by the third main element of the control system, the mass
property identification algorithm.  This algorithm compares the
vehicle's angular rate changes, determined from the IMU rate
measurements, to the anticipated rate changes due to actuator
activity predicted by models of the vehicle and its control actuators.
This comparison is used to produce estimates of unknown and
changing mass properties. Updated estimates are then supplied to
the control law and the actuator selection algorithm, increasing the
range of mass properties for which the attitude control system is
usable.

The major elements of the attitude control system developed
here have been adapted from previous works. The control law, the
first main element, is a robust, nonlinear design based on the sliding
mode control techniques outlined in references [18,19]. A variation
of the actuator selection algorithm used previously for blended
actuator selection [20,21] is used to create a jet selection algorithm
capable of adjusting to changing mass property estimates. Mass
property identification is performed using the second order,
nonlinear filter design developed in references [22,23,24]. The main

contribution of this thesis is the adaptation and integration of the
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existing elements to form a viable attitude control system design

with application to aerocapture.

2.2 Control Law

The candidate control system requires a control law that can
determine the angular accelerations needed by the vehicle to track
the velocity angles commanded by the guidance. Since the vehicle
dynamics are affected by variable vehicle mass properties and
atmospheric conditions, the control law must be robust to the
anticipated ranges of these parameters.

Linear control design strategies such as H., Hp, and L synthesis
[25,26,27] can be used for designing robust control laws. Sliding
mode control, however, was chosen for this design. The dynamics of
a spacecraft are inherently nonlinear. With sliding mode control, an
extensive, linearized system model is not required. As long as
bounds on parametric unknowns and unmodelled dynamics are
known, a relatively simple, nonlinear model is all that's required.
Sliding mode control then provides precise control robust over the

range of bounded unknowns.

2.3 Actuator Selection

Once the control law calculates the angular accelerations
required for the vehicle to implement the guidance commands, the
actuator selection algorithm must determine which control actuators
to activate, and to what extent, in order to generate the commanded
accelerations. With only RCS jets available to the candidate system,

the required jet selection algorithm must determine which jets to
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fire, and with what duty cycle, to give the aerocapture vehicle the
commanded angular accelerations.

In order for an actuator selection algorithm to perform its task,
it must have accurate knowledge of the effectiveness of each of its
control actuators. The effectiveness of an actuator depends on many
things including the location of the center of mass, the moments of
inertia of the vehicle, the location and orientation of the actuator, and
the level of activity (e.g., amount of thrust of a jet) provided by the
actuator.

For the one-time AFE mission with well defined mass and
actuator properties, the effectiveness of each jet is calculated a priori
and jet selection is performed via table look-up. For example, if the
commanded roll acceleration is +5 deg/sec2, then jets #1 and #2 are
fired during the next time step. If the commanded yaw acceleration
is -0.5 deg/sec2, then jet #8 is fired (see Figure 4.1 in Chapter 4 for
jet numbering and locations). A table look-up selection algorithm
like this which uses a priori effectiveness calculations cannot always
perform its task of implementing commanded angular accelerations
when vehicle properties are not initially known or change during a
mission. For the AFE vehicle with nominal moment arms of a little
under 4 feet, a 2 foot change in the center of mass location greatly
changes the effectiveness of the RCS jets. Without a method of
identifying such a change, the table look-up jet selection algorithm
must choose jet firings based on erroneous measures of jet
effectiveness. Control would be inefficient at best, with the
possibility of being unstable. For a mission where vehicle properties

are unknown a priori or can change significantly, an actuator

33




selection algorithm that can adapt to the changing properties during
the mission is required.

Several methods are available for design of an adaptable
actuator selection algorithm. Included among those available are the
dot product, control axes, pseudo inverse, and linear programming
methods outlined in reference [28]. Being the most fuel optimal and
adaptable of these methods, the linear programming approach was
chosen to perform the actuator selection task for this thesis. This
approach also has the benefit of having already been successfully
flight tested in an experimental jet selection algorithm for the Space
Shuttle on missions STS-51G (June 1985) and STS-61B (November
1985).

2.4 Parameter Identification

In order for the actuator selection algorithm to adapt to
changing vehicle parameters and to increase the overall robustness
of the attitude control system, a parameter identification algorithm
capable of estimating and updating changing or unknown vehicle
parameters is required.

For this thesis, the jet properties, such as thrust level and
direction, are considered fixed and known, but the vehicle mass
properties (i.e., the vehicle inertia matrix and location of the center
of mass) are assumed to be initially unknown and subject to change.
Mass property identification and estimation is accomplished using a
second-order, nonlinear filter design resembling an extended Kalman
filter [23,24]. The algorithm uses a model of the dynamics of a rigid

spacecraft to predict the output of rate gyros and accelerometers due
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to jet firings. Comparing its predictions to the measured output,
revisions of mass property estimates are made.

This algorithm will be used to estimate the AFE mass
properties using data gathered in flight. These estimates will be
compared to actual measurements of the mass properties made on
the ground prior to and after the AFE mission. Because of this
association with the AFE, this algorithm is the chosen approach for

mass property identification for this problem.
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Chapter 3

Control Law Design

3.1 Introduction

The concepts of sliding mode control are used in designing a
robust, nonlinear control law which determines the angular
accelerations required to track the bank angle trajectory commanded
by the guidance law while maintaining trim o and B. This chapter
covers the development of this first element of the candidate
attitude control system. The nonlinear stability analysis theory
which provides the basis for sliding mode control is presented in
Section 3.2. Section 3.3 develops the basic sliding mode concepts
through the design of a control law for a simple single-input, single-
output system. A further example of sliding mode control design for
the single-input, single-output case is outlined in Section 3.4, while
Section 3.5 describes the design of the sliding mode attitude control

law for the multi-input, multi-output aerocapture vehicle.

3.2 Fundamentals of Lyapunov Theory

Sliding mode control originated from the stability theory for
nonlinear systems introduced by the Russian mathematician A.M.
Lyapunov in the late 1800's. Chapter 3 of reference [19] and chapter

3 of reference [29] provide good outlines of the fundamentals of
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Lyapunov theory. The following i. a summary of the main points

presented in these references.

3.2.1  Stability
Before discussing Lyapunov stability theory, the basic
definitions of stability first need to be discussed. Consider the basic

nonlinear system of the form
x(t)= (X, ¢) (3.1)

An equilibrium state i.eq of this system is a state where once i'(t) =
i.cq, it remains equal to ieq for all time. In mathematical terms, an
equilibrium state satisfies 6= f(i'eq,t) for all time. An equilibrium
state is considered stable if the system trajectory remains arbitrarily
close to the equilibrium state when starting sufficiently close to it.
Asymptotic stability implies not only that an equilibrium state is
stable, but also that system trajectories starting sufficiently close to
the equilibrium state actually converge to the equilibrium state as
time goes to infinity. An equilibrium state which is stable but not
asymptotically stable is often called marginally stable. Finally, global
asymptotic stability of an equilibrium state means that asymptotic

stability holds for any initial state.

3.2.2 Lyapunov's First Method
Lyapunov presented two methods for analyzing stability of
nonlinear systems. With the first method of Lyapunov, the stability

of an equilibrium state of a nonlinear system of the form of Equation
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3.1 can be analyzed by first linearizing the system about the
equilibrium state. Conclusions as to the stability of the nonlinear
system can be drawn based on the stability of the linearized sys.cm.
If the linearized system is strictly stable, the nonlinear system is
stable at the equilibrium state. If the linearized system is unstable,
the equilibri m stat= is also unstable. If the linearized system is
marginally stable, no conclusions can be drawn as to the stability of

the nonlinear system at the equilibrium state [19].

3.2.3 Lyapunov's Second Method

The basic approach of the second method of Lyapunov, also
called Lyapunov's direct method, is to try to find a scalar function,
based on the nonlinear system in question, that meets the criteria of
a Lyapunov function. To be a Lyapunov function of a system, the
function must exhibit two properties. The first is that the function
V(X) must be positive definite. For V(X) to be positive definite, the

following must be true:

(a) V(X) must have continuous partial derivatives with
respect to the components of X

(b) V@) =0

() VX)>O0forX#0

The second property required of a Lyapunov function is the
derivative of V(X) must be negative definite inside a region R about

the origin. To be negative definite, the same conditions as those for a
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positive definite function must apply but with the inequality sign in
condition (c) reversed.

Given these properties of a Lyapunov function, the theorem
used in Lyapunov's second method of stability analysis simply states
that the null solution to Equation 3.1 (i.e., the origin) is
asymptotically stable in a region R around the origin if there exists a
Lyapunov function of the system over the region R possessing the
two properties descrived above. Further, if the function V(X)
satisfies the conditions of a Lyapunov function for all X, the
equilibrium state at the origin is globally asymptotically stable. This
theorem provides only sufficient conditions for stability
determination. Failure to find a Lyapunov function does not prove
instability but only represents failure to prove stability [29].

The difficulty in applying Lyapurov theory to stability analysis
of nonlinear systems is knowing what to choose as a possible
Lyapunov function. For a given system, there may be many possible
Lyapunov functions of the system; only one is needed to determine
stability. The following example points to a typical source of ¢
Lyapunov function for a mechanical system - the total mechanical

energy.

3.2.4 Lyapunov Stability Analysis of a Simple Pendulum
As an illustration of the second method of Lyapunov, consider
the pendulum in Figure 3.1 [19]. The dynamics of this simple

pendulum are given by the nonlinear equation

mr26 + kO + mgr (sin 8) = 0 (3.2)
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where m is the mass of the pendulum, r is the length of the
pendulum, g is the acceleration due to gravity, k is the coefficient of

friction, and 6 is the angle defined in Figure 3.1.

CAE AP I A AP AR R I AT I A A AT e AP A

Figure 3.1. Simple Pendulum

Defining the state vector as X = [ 6 0 IT, a stable equilibrium
state of this system is at ieq = [0 O0]T representing the pendulum at
rest at the bottom of its arc. Starting the pendulum at this point with
no velocity, the pendulum would stay at this point. Intuitively, this
point is also asymptotically stable for all starting trajectories other

than at 5(.(0) = [r O0]T which represents the inverted pendulum at rest,
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an unstable equilibrium state. As the pendulum is raised from 6 = 0,
its potential energy is increased. @ When released, the pendulum
swings back towards 6 = 0, trading potential energy for kinetic
energy until it passes the bottom of its arc and begins swinging back
upward, trading kinetic energy for potential energy. For a pendulum
with no dissipative friction (i.e., k = 0), the total mechanical energy of
the system (i.e., kinetic + potential) remains constant with the
pendulum swinging back and forth, always returnin: to the height
from which it was released. With friction, however, the total
mechanical energy of the pendulum is dissipated and each upward
swing of the pendulum will not reach the height of its previous
swing. Eventually, the pendulum will slow down and come to rest at
the bottom of its arc, representing the equilibrium point icq =[0 0}T.

Before coming to rest, the pendulum possesses positive total
mechanical energy. Since the friction causes the total mechanical
energy to dissipate, the total mechanical energy can be thought of as
having a negative derivative. These two characteristics of the total
mechanical energy (i.e., positive with negative derivative) are the
desired characteristics of a Lyapunov function suggesting the
possibility of a Lyapunov function based on the total mechanical
energy of the system.

The total mechanical energy of the pendulum is given by the

function

V(i’):-lz-mr292+ mgr{(1 - cos 6) (3.3)
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representing the combined kinetic and potential energy. Applying
the second method of Lyapunov, V(X) meets the two criteria

required of a Lyapunov function for all states except X = [n O]T:

1. V(X) is positive definite

(a) V(i) has continuous partial derivatives with
respect to the components of X

(b) V(@) =0

(¢) VX)>0for X#0,[r 0]T

2. Differentiating V(X) and substituting in for 0 from
Equation 3.2, V(X) is shown to be negative definite:

V(X) = mr2 60 + mgr sin 6 6

= mr? -iz-é-gr—sine 6+ mgrsin® o
mr

V{X)= -k 6°<0,6 20

The function V(X) is a Lyapunov function of the simple pendulum for
all X except X = [ 0]T. For the simple pendulum, the equilibrium
point at the origin is asymptotically stable everywhere except for the

single state X = [t O0]T, the result expected from intuition.

3.3 Fundamentals of Sliding Mode Control

This section outlines the basics of sliding mode control as
presented in chapter 7 of reference [19]. The concept of robust
sliding mode control stems from the second method of Lyapunov
outlined above. The basic idea is to design a feedback control law

such that a function based on the closed loop system can be defined
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that exhibits the properties of a Lyapunov function for any state. If
such a Lyapunov function can be defined, the closed loop system will
be globally asymptotically stable. To be a robust control law, the
Lyapunov function must also maintain the properties of a Lyapunov
function over the range of expected system unknowns.

Sliding mode controllers are robust to both parametric
uncertainties (e.g., imprecision on the mass properties) and the
presence of unmodelled dynamics (e.g., structural resonant modes).
System models are not required to be extensive as long as the
bounds on the uncertainties are known. Also, the less dominant
dynamics are not required to be modelled with high precision.
Instead, they can be treated as disturbances as long as the upper
bounds on their magnitudes are known. For an aerocapture vehicle,
for example, the accelerations due to aerodynamic torques are
assumed to be significantly smaller in magnitude than the
accelerations due to the control actuators. Being less dominant, these
aerodynamic accelerations can be treated as disturbances and an
extensive aerodynamic model is not required. As long as there are
known bounds on the system unknowns, a globally stable sliding
mode control law can be designed which is robust over the bounded

range of system unknowns.

3.3.1 Single-Input, Single-Output System Model
To best understand the sliding mode concepts and for ease of
explanation, first consider a general, single-input system [18] with

dynamics described by the equation
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x(M) = £(x) + b(x) u + dft) (3.4)

where the scalar x is the output to be controlled (e.g., position of a
body in one dimension), x(1) denotes the n-th derivative of x, u is the
control input (e.g., imposed force or acceleration), and
X =[X, X,..., X®D]T is the state vector. With parametric unknowns
having bounded limits, the typically nonlinear function, f(X), and the
control gain, b(X), are not exactly known, but upper bounds on the
magnitude of the imprecision in f(i') and b(i') are known.
Unmodelled dynamics are accounted for in the disturbance term,
d(t), whose magnitude is also unknown but upper bounded by a
known continuous function of X and t. The control problem, then, is
to track a desired time-varying state X4 = [Xds Xdyeers Xd(“‘l)]T despite the
uncertainties in f(X), b(X), and d(t).

As an example, again consider the simple pendulum of the
previous section. Suppose a perpendicular controlling force u, as
shown in Figure 3.2, is used to assist in bringing the pendulum to
rest at © = 0 (Section 3.4 presents the case where the desired state is
not a single stable equilibrium state, but rather a time-varying

state). The dynamics of the system are now defined by
mr20 + k6 + mgr (sin 0) - ru = 0 (3.5)
or in the form of Equation 3.4

6 = f(X) + bu + d{t) (3.6)
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where x = 6 is the output to be controlled, the state vector is

- - T
X = [9 9] , d(t) is a disturbance term consisting of any unmodelled

dynamics, b = r, and

X)=--K 9-8g
f(X) erG T sin 0 (3.7)

Figure 3.2. Controlled Pendulum

Sliding mode control requires known bounds on the
imprecision on f(f), b, and d(t). For this example, assume the
following parameters are not exactly known but fall within the given

ranges:
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10ft<r<13ft

10 slug-ft? <k <20 slug-ft?
sec sec

1.0 slug <m < 2.0 slug

0.5 1ad <d<o0.5r1ad

sec 2 sec 2

Gravitational acceleration is a known constant 32 ft/sec2. Given
these ranges, the bounds on f(X) can be calculated from Equation 3.7

as

(-2.06 -32.0 sin 0) 124 < £ (X) < (- 0.3 6 - 24.6 sin 6) T2d.
S€C

s€cC

3.3.2 Sliding Surface
Sliding mode control design begins by reducing the tracking
problem 1c a first order stabilization problem. A time varying

"sliding surface" is defined in the state-space by the scalar equation

s(i’,t)=(d—¢t+l)n-li'=0 (3.8)

where the scalar X represents the tracking error in x (i.e., X =X - Xq),
d/dt is the derivative operator, and A is a positive constant with
units of 1/time. [Equation 3.8 suggests that once on the sliding
surface, the tracking error moves exponentially to zero with a time
constant (n-1)/A. While on this surface, the system 1is said to be

behaving in the "sliding mode".
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For the second-order (i.e., n=2) pendulum example, the sliding

surface is defined by the equation

S(;,t) =(ad{+ 7&)6=0 (3.9)
—8+20=0

=0-63+M0-6g)=0

For the simple problem of bringing the pendulum to rest at the

bottom of its arc, éd = 04 = 0 so that the sliding surface is given by
s(X,)=0+10=0 (3.10)

With A a positive constant, Equation 3.10 is the equation of a line in
the phase plane passing through the origin as shown in Figure 3.3.
The general solution of this simple differential equation is of the

form

0(t)= 0o -
so that
é(t)=-90)»e'lt

These solutions suggest that when the state trajectory is on the

sliding surface, it will decay exponentially towards the desired state

X4 = [0 O]T with a time constant 1/A.
Since the behavior on the sliding surface is for a state

trajectory to move exponentially towards its desired state, the task
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of sliding mode control is to drive the state trajectory to this sliding
surface, and once on it, to maintain it on the sliding surface. To
accomplish its task, sliding mode control attempts to design a control
law so that a Lyapunov function based on the closed loop system
dynamics can be defined to show that the sliding surface is

asymptotically stable.

Figure 3.3. Sliding Surface Through Origin
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As presented in references [18,19], the Lyapunov function used
in sliding mode control is the positive definite function s2 with s =
s(it) as defined in Equation 3.8. To be a Lyapunov function, the
derivative of s2 must be negative despite system uncertainties. This
is guaranteed when the "sliding condition”

1d2c.
2dt3$‘1|3| (3.11)

is satisfied where m is a positive constant. This particular inequality
also guarantees that if initially the system is not on the sliding
surface (i.e., s#0), the surface will be reached in a finite time less
than

o <

S(X((;), O)I (3.12)

With the sliding condition (Equation 3.11) met, s2 is a Lyapunov
function of the closed loop dynamics and the sliding surface is
attractive. Equation 3.11 ensures all trajectories point toward the
sliding surface, as illustrated in Figure 3.4, and that once on the

surface, the state trajectory stays on the surface.
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s(X,t) =0

Figure 3.4. Attractive Sliding Surface

A typical state trajectory for a second-order system, such as
the pendulum, satisfying the sliding condition (Equation 3.11) is
depicted in Figure 3.5. From an initial condition off the sliding
surface, the trajectory reaches the surface in a finite time less than

that specified by Equation 3.12, and then slides exponentially along

the surface to fd with a time constant of 1/A.
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Figure 3.5.

Switching Sliding Mode Control

3.3.3
The desired sliding mode control law for the general single-

input case is a switching (i.e., discontinuous) design of the form

(3.13)

u=L[d-k sgn(s)

o)

where the sign function sgn(s) is defined by

sgn(s) = -1 fors< 0

sgn(s) = +1 fors 20
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In Equation 3.13, ﬁ, to be derived below for the pendulum, is the best
approximation of a continuous control law that would maintain the
system trajectory on the sliding surface, while the discontinuous
term k'sgn(s) satisfies the sliding condition (i.e., Equation 3.11)
despite the system uncertainties, thus ensuring state trajectories off
the sliding surface are driven back to the surface. The remainder of
this section will be used to show how sliding mode control design is
accomplished by designing a control law of the form of Equation 3.13
for the simple pendulum example.

Since the control gain b(X) is multiplicative in the dynamics,
the estimated control gain, B, is typically chosen as the geometric

mean of the bounds on b(X)
b = ¥ bmin bmax (3.14)

For the pendulum,

~

b=+(1.0}{1.7)=1.14 ft

The estimated control U is chosen to maintain s(it) = 0 which
means the derivative of s(X,t) must also equal zero. Differentiating

Equation 3.10 yields
S(XH)=0+A0=0

Substituting the expression for the estimated closed loop dynamics of

the pendulum from Equation 3.6 gives
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X =(f+bi+d)+Ad=0 (3.15)
Solving Equation 3.15, u for the pendulum is found to be

-0 (3.16)

=)
]
]
H;)
]
o)

where b has been accounted for in the overall control law, Equation
3.13. The estimates f and d aie selected as the average of their given

bounds:

(-2.06-32.05in6-0.36 -24.6 sin 6]

f=

1
2
f=-1.156-283sin0

and R
d=1(-05+05)=0
2

The choice of A depends on the type and characteristics of the
system to be controlled. From reference [19], for a mechanical
system A must be smaller than all of the following: the frequency of
the lowest unmodeclled resonant mode, the sampling frequency, and
the inverse of the largest unmodelled time delay. For this pendulum
example, assume the sampling frequency drives the strictest criteria.
A general rule of thumb for choosing A based on the sampling

frequency is

A = sampling rate
5
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For a sampling rate of 100 hz, A = 20.

The gain k in Equation 3.13 must be large enough to satisfy the
sliding condition, Equation 3.11. As derived in reference [19], a gain
that guarantees the sliding condition will be satisfied can be

calculated from

kX)=B (F+D+n)+(B - 1)|u] (3.17)
where
F = max | - f| (3.18)
D=max|a-d|

are the maximum deviations of f(X) and d(t) from their estimates, f

~

and d. In Equation 3.17, B is considered the gain margin and is

/b
- Ymax
B bein (3.19)

calculated by

For the pendulum example,

B=V13=1.14
F=085d +3.7)sin 9
D =0.5
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The only requirement on the selection of m is that it be a positive
constant. It may be selected to provide a desired reach time
according to Equation 3.12. For this pendulum example, n=20.

With the switching control law complete, a simulation of the
pendulum is now run. To demonstrate the control law's robust
performance in the presence of unknowns and disturbances, the
actual values of r, k, m, and d are varied over their full possible
ranges. Releasing the pendulum from an angle of 45 deg, the control
law, Equation 3.13, attempts to assist the pendulum in coming to rest
at 0=0. Figure 3.6 plots the trajectory of the pendulum vs. time. The
pendulum achieves 6=0 in less than 0.5 sec and stays close to 6=0.
Figure 3.7 plots the value of the sliding variable s(X,t) vs. time. The
state trajectory of the pendulum is initially off the sliding surface,
$(x,0) # 0, but the sliding surface is reached in 0.4 sec, agreeing with

the criteria set by Equation 3.12:

| 3 ]_| N d].. —~
tre S(XO,_;“(G 6 ~ZQ(4 E\=08
h< n n 20 5180) sec
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3.34 Continuous Approximation of the Switching Sliding
Mode Control Law

Taking a closer look at Figure 3.7, Figure 3.8 shows the
behavior of s(i.,t) near the sliding surface. Since the second term of
the sliding mode control law, Equation 3.13, is discontinuous across

the sliding surface, control chattering is encountered during its

HHMWM\A
o vv
T

time (sec)

Figure 3.8. Sliding Variable vs. Time
(Expanded View)
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Such chattering is undesirable since it results in a large amount
of control activity, as illustrated in Figure 3.9, and may excite high

frequency dynamics neglected in the course of modelling.

1]
s I TP
o wévwwwuvuwv,wm

time (sec)

Figure 3.9. Control Activity
(Switching Control Law)

Chattering can be eliminated, however, with a continuous
approximation of Equation 3.13. A thin boundary layer about the
sliding surface is introduced such that outside the boundary layer,
the control law is as in Equation 3.13, guaranteeing the boundary
layer is attractive. Inside the boundary layer, a continuous function

is required in place of sgn(s) to make a smooth transition across the
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sliding surface. These characteristics are achieved by replacing the
sgn(s) term in Equation 3.13 with the saturation function sat(s/®)

where @ is the boundary layer thickness and sat(s/®) is defined by

sat(s/®) = s/D for|S/®|<1  (3.20)
sat(s/®) = sgn(s/®) otherwise

Figure 3.10 graphically illustrates the definition of sat(s/®).

sat(s/ O)

.\

- -

Figure 3.10. Saturation Function, sat(s/®)
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From the derivation presented in section 7.2 of reference [19], the
sliding condition can be met by choosing ®(t) as the solution to the

appropriate differential equation from

Oft) = -AD + BKXy) if k(xa) > A'[% (3.21)

@lt) = :2&[352 + E([;i) otherwise

with initial condition
of0) = p

The new, continuous control law is then

u=L[4 -k (%) sat(s/®)] (3.22)
b

where the scalar gain on the saturation term is found from

k' (x) =k(x) - k{xg) + 2‘-6‘3 (3.23)

and k(i.) and k(fd) are calculated from Equation 3.17. The continuous
control law (Equation 3.22) is essentially the same as the switching
control law (Equation 3.13) outside the boundary layer. Inside the
boundary layer, Equation 3.22 is basically a proportional control law.

Using this continuous approximation to the control law for the
pendulum example, Figure 3.11 shows the behavior of the pendulum

for a repeat of the previous simulation. The effort to eliminate
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chattering results in the continuous sliding mode control law
(Equation 3.22) with tracking to within the boundary layer rather
than the "perfect” tracking of the switching sliding mode control law.
Figure 3.12 shows the behavior of s(X,t) without chattering near the
sliding surface while Figure 3.13 shows the reduced smooth control

activity required.
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Figure 3.11. Pendulum Trajectory with 64=10
(Continuous Control Law)
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The state trajectory in the phase plane is shown in Figure 3.14.
The line through the origin with a slope of -20 represents the sliding

surface. The trajectory reaches the sliding surface asymptotically

and then slides along the surface to the origin.
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Figure 3.14. State Trajectory in Phase Plane
(Continuous Control Law)
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3.4 The Pendulum Example Continued

In the previous section, sliding mode control was used to assist
the pendulum in achieving a stable, equilibrium condition (i.e., X4 =
[0 0]T). The effect of the control law was, essentially, to enhance the
damping on